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Today’s Agenda

1. Recent advancement in LLMs: How can businesses derive 
value? 

2. Challenges and opportunities with foundation models in 2023.

3. Demo: Running a LLaMA pipeline on Aqueduct.

4. Peeking behind the curtain: How Aqueduct enables you to run 
machine learning on any cloud infrastructure.



Recent advancements in LLMs (and other 
foundation models)



But… how can we generate business value with 
these models?

The critical unlock for businesses to benefit from foundation 
models is to be able to use them with proprietary data.

But wait! It’s not quite that simple. With hosted model APIs, you have to
consider... 

Ballooning costs IP concerns

Data privacy regulations

Difficult to debug results

Vendor lock in



Open source to the rescue: A recent proliferation 
of open LLMs

Prof. Joey Gonzalez
Co-founder & VP, Product



Open-source LLMs present an exciting opportunity

Challenges
Closed-Source LLMs

(e.g., GPT, Bard)
Open-Source LLMs

(e.g., LLaMa, Vicuna)

Ballooning costs
Expensive inference, combined with 

vendor markups
Smaller models; many are capable of 

running on a single Mac

Vendor lock-in
Proprietary APIs tie your applications 

to a single vendor
Full control over model usage and 

access to source code

IP Concerns IP ownership is fraught and ill-defined
Flexible licensing models allow you to 

freely use, similar to other OSS

Data privacy 
regulations

Data has to move into the provider’s 
cloud and out of your control

Models are self-hosted, fully in your 
cloud 

Difficult to debug 
results

Hidden architectures and limited 
context to avoid leaking weights

Fine-tuning for specific results, with full 
context available



Open-source LLMs are great! How do I use them?

Unfortunately, things aren’t quite this simple in reality.



In reality, running machine learning in the cloud is 
incredibly complex…

Modern ML infrastructure is full of difficult to manage systems that interoperate 
poorly. We call this the MLOps Knot.

http://aqueducthq.com/post/the-mlops-knot


… and LLMs only make things that much more 
complicated.

+

Because managing LLM environments requires yet more 
libraries, infrastructure, and specialized hardware.



Not to mention any of a million other challenges

Here’s a few things we’ve heard folks struggle with…

Runaway costs when infrastructure does not autoscale

Lack of resource availability for GPUs on cloud providers

Poor visibility into whether workloads run as expected



A brief history: The of Aqueduct

We’ve been working on scalable infrastructure for ~10 years.



Aqueduct: A Control Center for AI & ML in the cloud

A seamless developer 
experience to build great 
ML models.

Native integrations to all 
your existing cloud 
infrastructure.



Aqueduct helps you take ML from your laptop to 
the cloud in a few lines of code



Aqueduct helps you take ML from your laptop to 
the cloud in a few lines of code



Demo
Running LLaMa on Aqueduct



Recapping the demo: How Aqueduct enables you to 
use foundation models

Support for accessing LLMs and foundation models in a few lines of 
vanilla Python. (Pre-release – coming soon!)

Seamlessly integrates with (and can manage) your existing cloud 
infrastructure.

Fully open-source and community driven – reach out and let us know 
what you think!



Peeking under the hood: How Aqueduct works

Compile

• Aqueduct automatically 
turns your Python code into 
engine-specific jobs.

• Transpile to Airflow DAGs, 
manage Python 
environments on Spark, …

• Pre-packaged LLM 
environments (coming soon)!

Optimize

• Use system-specific 
techniques to improve 
performance.

• What’s in flight: Operator 
fusion, locality-aware 
scheduling, competitive 
execution, etc.

Orchestrate

• Schedule operators for 
execution.

• Seamless serialization and 
data exchange between 
Python code.

• Automatically persist, 
snapshot, and version data 
objects.



Aqueduct is fully open-source – let us know what 
you think!

aqueducthq/aqueduct

@cgwu0530
@AqueductHQ

Chenggang Wu
Aqueduct

https://aqueducthq.com

https://twitter.com/cgwu0530
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https://linkedin.com/in/cgwu
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